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Impacts of forest harvest on cold season land surface
conditions and land-atmosphere interactions in northern Great
Lakes states
Matthew Garcia1, Mutlu €Ozdogan1, and Philip A. Townsend1

1Department of Forest and Wildlife Ecology, University of Wisconsin-Madison, Madison, Wisconsin, USA

Abstract Land cover change, including temporary disturbances such as forest harvests, can significantly
affect established regimes of surface energy balance and moisture exchange, altering flux processes that
drive weather and climate. We examined the impacts of forest harvest on winter land-atmosphere interac-
tions in a temperate region using high-resolution numerical modeling methods in paired simulations. Using
the WRF-ARW atmospheric model and the Noah land surface model, we simulated the balance of surface
sensible and latent heat fluxes and the development and dissipation of a stable nocturnal boundary layer
during generally calm synoptic conditions. Our results show reduced daily-average snow-covered land sur-
face sensible heat flux (by 80%) and latent heat flux (by 60%) to the atmosphere in forest clearings due to
albedo effects and rebalancing of the surface energy budget. We found a land surface cooling effect (28 W
m22) in snow-covered cleared areas, consistent with prior modeling studies and conceptual understanding
of the mechanisms for midlatitude deforestation to offset anthropogenic global warming at local scales.
Results also demonstrate impacts of forest clearing on the passage of a weak cold front due to altered near-
surface winds and boundary layer stability. We show significant differences in both surface conditions and
fluxes between harvested and undisturbed forest areas. Our results demonstrate the potential utility of
high-resolution remote sensing analyses to represent transient land cover changes in model simulations of
weather and climate, which are usually undertaken at coarser resolutions and often overlook these changes
at the land surface.

1. Introduction

Land cover change can have unanticipated effects on weather [Pielke et al., 2007], climate [Pielke et al., 2002;
Mahmood et al., 2013], hydrology [Chanasyk et al., 2003], carbon dynamics [Goetz et al., 2012], and numerous
other environmental and ecosystem services [Foley et al., 2005]. In particular, forest disturbances may lead
to measurable impacts on the energetic and hydrologic balance at the land surface [Kim and Wang, 2007;
Bonan, 2008; Pielke et al., 2011; Anderegg et al., 2012]. Changes in biophysical properties of vegetation and
the underlying soil affect land-atmosphere interactions [Bond, 2000; Barnes and Roy, 2008; Kuusinen et al.,
2012], especially the fluxes of energy, moisture, and carbon [Schulze, 1986; Bonan, 2008; Katul et al., 2012].
Both observations and modeling studies indicate that the removal of forest from the landscape has particu-
lar impacts on the interaction of various components in the land-atmosphere system [Strassmann et al.,
2008; Pielke et al., 2011]. Such changes are evident in cycles of vegetation phenology and can influence lon-
ger term trends in vegetation health and growth [Bond, 2000]. Satellite-based remote sensing has broad
utility for the mapping of vegetation state and disturbance at moderate and high resolution (on the order
of 10 m–1 km spatial scales) over large areas and long times [Xie et al., 2008; Frolking et al., 2009]. Using
remote sensing products and detailed numerical modeling methods, we explore the extent to which indus-
trial forest harvest practices—defined as partial and clear-cut removal of trees for commercial purposes
without permanent land use change—may modify weather-related and hydrologic processes in and near
intensely managed locations.

In the middle and high latitudes, researchers have found a cooling effect on the climate system due to the
albedo-related impacts of forest clearing [Gibbard et al., 2005]. As well, the carbon-cycle impacts of defores-
tation can further complicate our understanding of the effects of forest clearing in the climate system [Bala
et al., 2007; Bala and Nag, 2012]. At present, the effects of forest clearing on weather and climate can be
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seen as a collection of fine-scale anthropogenic impacts. With broad-scale land cover and land use change,
these accumulating effects may have a more significant impact on broad-scale conditions. Models offer an
approach to build our understanding of how local impacts of forest clearing influence parameterizations in
and outcomes of coarse-resolution climate models. Such an effort may be compared with recent efforts at
cloud-oriented ‘‘superparameterizations’’ [Khairoutdinov and Randall, 2001; Randall et al., 2003] and ‘‘multi-
scale modeling frameworks’’ [Tao et al., 2009]. In this paper, however, we concentrate on local rather than
global consequences of forest clearing.

Surface albedo, mechanical roughness, and soil moisture are key land surface variables that affect land-
atmosphere fluxes at the local scale and thus exert significant influence on atmospheric boundary layer (BL)
character and behavior [Garratt, 1993; Sun and Bosilovich, 1996; Santanello et al., 2005]. Heat and moisture
exchanges between the surface and free atmosphere shape the stability of the BL and determine the rela-
tive ease with which fluxes through the BL occur [Troen and Mahrt, 1986]. The stability of the BL can affect
the passage of shallow cold fronts [Smith and Reeder, 1988], further complicating the impacts of surface dis-
turbances on local weather conditions. With demonstrated differences in surface conditions and land-
atmosphere fluxes between harvested and intact forests, it becomes important to consider spatiotemporal
variation of specific vegetation characteristics for the accurate representation of the land surface in coupled
modeling systems for meteorology and climate. Model spatial resolution remains an important considera-
tion with regard to the dynamic capabilities of BL parameterizations at 100 m–1 km scales [Horvath et al.,
2012], the ‘‘terra incognita’’ [Wyngaard, 2004] at which BL turbulence may be explicitly resolved in the
model, especially under convectively unstable conditions [Zhou et al., 2014]. However, these are also the
scales at which land cover change is often observed. Most global models are applied at spatial resolutions
too coarse to capture the details of these land cover changes and are not formulated to account for the
physical mechanisms of change processes [Dirmeyer et al., 2006]. Careful application of a scale-spanning
modeling system to address both high-resolution land characterization and large-scale atmospheric dynam-
ics may provide a better understanding of the local (but widely accumulating) land cover change impacts
on weather and climate.

2. Methods

2.1. Model Description and Forcing Data
We employ version 3.4 of the nonhydrostatic, primitive equation Weather Research and Forecasting (WRF)
model with the Advanced Research WRF (ARW) dynamical core physics package [LeMone et al., 2010a,
2010b; Trier et al., 2011]. Atmospheric optical physics are handled by the Goddard radiative parameteriza-
tions in both shortwave [Chou, 1990, 1992] and longwave [Chou and Suarez, 1994] spectral ranges. The
Grell-Devenyi ensemble cumulus parameterization scheme [Grell and Devenyi, 2002] is employed along with
the WRF single-moment five-class (WSM5) microphysics scheme [Hong et al., 2004], although no cumulus
convection and only a trace of snowfall (coincident with, and likely forced by, a weak frontal passage as
described below) is observed in the study area during our simulated winter conditions. We employed the
Yonsei University (YSU) boundary layer (BL) scheme [Hong et al., 2006] with an improved treatment of verti-
cal mixing [Hu et al., 2013] and an associated surface layer treatment based on the PSU MM5 modeling sys-
tem [Grell et al., 1994]. These selections use BL similarity theory formulations developed for several stability
regimes [Zhang and Anthes, 1982] and rely on the surface friction velocity u* that is tied directly to the land
cover representation. A convectively stable boundary layer is present at all times during the simulations in
this work and mitigates much of the uncertainty related to application of these BL and surface layer
schemes at high spatial resolution [Horvath et al., 2012], which can be troublesome in convectively unstable
conditions with strong mixing [Zilitinkevich et al., 2008; Zhou et al., 2014].

The WRF-ARW modeling system includes the unified version of the community Noah land surface model
(LSM) [Pan and Mahrt, 1987; LeMone et al., 2008]. The community Noah LSM is classified as a second-
generation land surface parameterization [Sellers et al., 1997] that simultaneously solves the energy and
water balance at the atmosphere-vegetation-soil (or -snow) interface using the corresponding flux-oriented
parameters for each of these layers. We employ LSM parameter values that are available in the standard
Noah LSM look-up tables included in the WRF-Noah package. Although the Noah LSM remains an attractive
choice for its usage across both academic and operational modeling efforts [Ek et al., 2003], the WRF-ARW
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modeling system also now includes the
Noah Multi-Physics (MP) LSM [Niu et al.,
2011; Yang et al., 2011]. Noah MP is consid-
ered a third-generation land surface param-
eterization that adds several carbon
accounting pools and processes to the
Noah LSM and may be employed in our
ongoing work as mentioned above.

For the snow cover that persists through

our simulation period, the Noah LSM

employs a bulk snow representation [Slater

et al., 2001] where a single layer of snow

occupies patches within a grid cell up to a specified limit of snow depth, above which the snow covers the

entire grid cell at the same depth. The handling of the soil column temperature and moisture profile

accounts for frozen ground conditions [Koren et al., 1999], affecting heat transfer between soil and snow

layers and the capability for infiltration of snowmelt and runoff at near-freezing conditions. Some persistent

biases previously observed in Noah LSM simulations, such as excessive rates of sublimation and a tendency

for early spring snowmelt in mountain regions, have been addressed with several revisions to the snow

physics [Livneh et al., 2010; Wang et al., 2010] including the introduction of a time-dependent approxima-

tion of snow albedo that diminishes with the age of the snow cover [Barlage et al., 2010].

Our simulation domain is defined by five nested grid layers in a telescoping configuration (Table 1 and
Figure 1). The outermost (coarsest) grid, not shown in Figure 1 due to its large spatial coverage, is cen-
tered on 45.6�N, 91.2�W and has a cell size of 30 km to approximate that of the applied meteorological
forcing data set. Grid span and cell sizes (and the simulation time step) are reduced progressively to the
innermost (finest) grid at ratios that conform to the general advice given in WRF-ARW documentation.
The finest grid, listed as ‘‘Grid 5’’ in Table 1, covers an area 20 3 20 km surrounding the study location

at 46.42�N, 91.52�W at 100 m
resolution. The spatial resolutions
of Grids 4 and 5 are selected to
provide an adequate representa-
tion of forest harvest activities at
the land surface, considering both
the native resolution of Landsat
images used for analysis of those
activities (�30 m) and a character-
istic size of forest ownership plots
in many areas of the United
States. Specifically, a forest parcel
that covers 16.2 ha (40 acres)
would occupy about 180 Landsat
pixels in the land cover change
analysis, providing a detailed view
of the extent and severity of the
harvest activity. However, this
translates to only 16 cells in Grid 5
and only a single grid cell on Grid
4. We strike a balance here
between the apparent small-scale
capabilities of the BL and surface
layer parameterizations [Horvath
et al., 2012; Hu et al., 2013], the
availability of high-resolution land
cover information from Landsat,

Table 1. General Characteristics of WRF-ARW Model Grids Specified for
Our Simulationsa

Grid No. Span (km) Spatial Resolution Source of Land Cover Map

1 2910 30 km 2006 NLCD, aggregated
to required resolution using
dominant land cover category

2 570 6 km
3 114 1.2 km

4 38.4 400 m Landsat analysis, aggregated
to required resolution

5 20 100 m Landsat analysis; see Figure 2
and text description

aGeographic locations of Grids 2–5 are shown in Figure 1; land cover
for Grid 5 is shown in Figure 2.

Figure 1. The four innermost grids in the simulation domain; the outermost (coarsest)
grid covers a large portion of North America and is not shown here (see Table 1). The
center square covers a 20 3 20 km area and indicates the location and orientation of
the finest simulation grid (Grid 5 in Table 1), for which the scenario land cover maps
are shown in Figure 2. Letter markers ‘‘S’’ and ‘‘E’’ indicate locations of weather observa-
tion stations as discussed in the text.
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adequate representation of forest
harvest areas at a land parcel size
characteristic to the region, and
model developers’ guidance regard-
ing telescoped grid configurations in
the simulation domain [Skamarock
et al., 2008].

Synoptic atmospheric and surface forc-
ing conditions for our simulations were
derived from the North American
Regional Reanalysis (NARR) data set
[Mesinger et al., 2006; Luo et al., 2007]
at 3 h intervals and a spatial resolution
of 0.33� (�32 km). Our simulation grids
employ the same vertical configuration
of atmosphere and soil layers provided
in the NARR input. The WRF Prepro-
cessing System (WPS) was employed
for interpolation from the NARR grid to
the 30 km resolution of our outermost
simulation grid and to establish initial
conditions in the four internal (nested)
grids. Following the initial time, NARR
forcing conditions are applied only to
the outermost (coarsest) simulation
grid (‘‘Grid 1’’ in Table 1); synoptic-scale
meteorological forcing is thus propa-
gated to the internal grids only
through the model physics and the
numerical formulation of grid nesting.
Conditions on the internal grids at
mesoscale and convective scale then
evolve from established initial condi-
tions in dynamical connection with

large-scale atmospheric patterns and disturbances and are allowed to feed back to the continued evolution
of the model atmosphere and surface conditions.

2.2. Experimental Design
Our study area is located in northwestern Wisconsin (Figure 1) on a glacial outwash plain characterized
mostly by jack pine (Pinus banksiana) forests interspersed with stands of red pine (Pinus resinosa), white
pine (Pinus strobus), and northern hardwood species. Dense commercial forest parcels often appear in aerial
and satellite images as polygonal blocks where clear-cut rotation harvests occur. A map of forest harvest
areas for our simulation domain was derived using 30 m Landsat images (WRS-2 Path 26, Row 28) at 5 year
intervals for 1985–2010 following the forest change detection method developed by €Ozdogan [2014].
Briefly, €Ozdogan employed pair-wise comparisons of Kauth-Thomas tasseled cap transforms [Crist and
Cicone, 1984; Crist and Kauth, 1986; Collins and Woodcock, 1996] within a support vector machine (SVM)
framework [Huang et al., 2002; Mountrakis et al., 2011] to classify harvested areas. To generate a complete
land cover map at high spatial resolution for our simulations, the Landsat-based forest harvest maps were
then merged with the 2006 USGS National Land Cover Database (NLCD) [Fry et al., 2011]. In this work, we
consider two land cover scenarios (Figure 2): for the ‘‘experiment,’’ pixels identified as harvested in the
change map were classified with the NLCD Grassland/Herbaceous category; for the ‘‘control,’’ all of these
pixels were reclassified as Evergreen Forest. Standard Noah LSM parameter values, as well as spatial
coverage within the finest simulation grid, for each of the land cover types shown in Figure 2 are listed in
Table 2. Note that the land cover map used for the experiment scenario does not correspond to any specific

Figure 2. Land cover classifications for Grid 5, covering 20 3 20 km at 100 m spa-
tial resolution, for (a) control and (b) experiment scenarios. Classification index val-
ues are noted at right and referenced to the land cover categories listed in Table 2.

Journal of Advances in Modeling Earth Systems 10.1002/2014MS000317

GARCIA ET AL. VC 2014. The Authors. 4



land cover configuration in our study area during 1985–2010, but instead to the accumulated harvest activ-
ity that was observed in our study area over that period.

Case study dates were selected using National Climatic Data Center (NCDC) daily records of climatological
observations at two locations near the study site, shown in Figure 1: Eau Clair Regional Airport (marker ‘‘E’’
in Figure 1; GHCND USW00014991) and Solon Springs (marker ‘‘S’’ in Figure 1; GHCND USC00477892). The
period 17–20 February 2001 was identified as an ideal winter case, with 25 cm or more snow on the ground
and all daytime temperatures remaining below 0�C over that period at both locations. Our focus was ini-

tially on relatively calm
days in this period for an
examination of winter
daytime surface heating,
evapotranspiration, night-
time near-surface radiative
cooling, and the cycle of
boundary layer (BL) devel-
opment, maintenance,
and dissipation over
snow-covered forested
and harvested surface
conditions. However, we
also found that a weak
cold front passed through
our study area on 19 Feb-
ruary 2001, providing an
opportunity to examine
forest harvest impacts on
near-surface winds and
frontal behavior. The time
series of surface tempera-
ture (T2, Figure 3a) shows
a dramatic change in
trend near the middle of
the study period that is
correlated with similar
trend changes in pressure
and humidity time series
(not shown); together
these changes indicate
the passage of the cold

Table 2. Land Cover Categories and Standard Noah LSM Parameter Values in the Control (Forested) and Experiment (Harvested) Scenarios for the Maps Shown in Figure 2

Land Cover Category Noah LSM Parameters
Spatial Coverage

in Grid 5 (%)

Index in
Figure 2 Name

Snow-Free
Albedo Range

Snow-Covered
Albedo (max)

Emissivity
Range

Leaf Area
Index Range

Stomatal
Resistance

(s m21)
Roughness Length

Range (m)

Control
(Forested)
Scenario

Experiment
(Harvested)

Scenario

1 Urban and builtup land 0.15 0.46 0.880 1.00 200 0.50 7.17
2 Dryland cropland/pasture 0.17–0.23 0.66 0.92–0.985 1.56–5.68 40 0.05–0.15 0.20
5 Cropland/grassland mosaic 0.18–0.23 0.68 0.92–0.98 2.29–4.29 40 0.05–0.14 0.17
7 Grassland 0.19–0.23 0.70 0.92–0.96 0.52–2.90 40 0.10–0.12 0.00 26.54
11 Deciduous broadleaf forest 0.16–0.17 0.58 0.93 1.85–3.31 100 0.50 32.95 30.73
14 Evergreen needleleaf forest 0.12 0.52 0.95 5.00–6.40 125 0.50 41.57 17.23
15 Mixed forest 0.17–0.25 0.53 0.93–0.97 2.80–5.50 125 0.20–0.50 10.59
17 Herbaceous wetland 0.14 0.68 0.95 1.50–5.65 40 0.20 0.33
18 Wooded wetland 0.14 0.50 0.95 2.00–5.80 100 0.40 3.31
24 Snow or ice 0.55–0.70 0.82 0.95 0.01 0.001 3.72

Figure 3. Time series of surface temperature (T2) for (a) the control and experiment scenarios in
the areas of forest harvest and (b) the difference at each time between the two scenarios as aggre-
gated over stable forest areas in Grid 5, harvested areas in Grid 5, and averaged over all of Grid 5.
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front through the simula-
tion domain.

Simulations were exe-
cuted on a parallel super-
computing system and
were undertaken as a pair
to examine the differen-
ces between control (‘‘for-
est’’) and experiment
(‘‘harvest’’) conditions on
Grid 5. Inputs to the two
scenarios in the simulation
pair therefore differ only
in their land cover maps
applied at the two finest
modeling grids with
100 m (Grid 5) and 400 m
(Grid 4) resolutions. Land
cover on the coarser
model grids (Grids 1–3)
did not differ across the
simulation pair and was
determined by resampling
and aggregation using the
default USGS land cover
map with a base spatial
resolution of 30 arc sec
(�1 km), which is pro-
vided with the WPS pack-
age and is consistent with
the NARR forcing data set.

Of our 4 day simulation period 17–20 February 2001, we used the first day as a model spin-up period, and
results from only the subsequent simulation days are analyzed.

3. Results

Results from the experiment and control scenarios were generated for Grid 5 at 5 min intervals during the
4 day simulation period, with the 3 days after the first ‘‘spin-up’’ day compared as follows. First, a binary
mask was calculated using the two land cover maps in Figure 2 to isolate those areas of Grid 5 that
changed between scenarios (entirely forest/grassland areas) and those areas that remained consistent
across the experiment (lakes, roads, and some forest areas). Then, time series of the several output varia-
bles of interest were spatially aggregated using the binary mask at each time over (a) the area subjected
to forest harvest within Grid 5, (b) the area of stable forest or other land cover within Grid 5, and (c) across
all of Grid 5 (Table 3, main column divisions). These calculations produced time series of mean and var-
iance of model output variables for each spatial area of aggregation. We compared (a) all times, (b) day-
time, and (c) nighttime periods (Table 3, subcolumns) to isolate any day/night differences and to detect
indicators of nocturnal boundary layer development, especially in the harvested areas. We used a two-
tailed Student’s t test and F test to determine statistical significance of the differences between one-
dimensional time series of scenario results at these nine spatiotemporal resolutions. Asterisks in Table 3
indicate the level of test significance. In addition, the time series for each spatial and temporal aggrega-
tion were differenced (diff 5 experiment-control) and the mean and variance of that difference time
series is listed in the cells of Table 3. Note that these aggregated and summarized values in Table 3 cover
the 3 day evaluation period of the simulation and are not explicitly segregated to account for changing
dynamical conditions within that time, such as the cold front passage.

Figure 4. Time series of near-surface wind speed for (a) the control and experiment scenarios in
the areas of forest harvest and (b) the difference at each time between the two scenarios as aggre-
gated over stable forest areas in Grid 5, harvested areas in Grid 5, and averaged over all of Grid 5.
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3.1. Surface Temperature
and Wind Speed
The nighttime reduction of sur-
face temperature in the experi-
ment scenario that is shown in
Figure 3 is statistically significant
(p< 0.05). The greater near-
surface mean wind speed in for-
est harvest areas for the experi-
ment scenario is also statistically
significant (p< 0.001) in all tem-
poral aggregations and leads to
some significant differences
when averaged over the entire
finest grid as well (p< 0.01).
Time series of the surface wind
speed in the area of forest har-
vest are shown in Figure 4a, and
differences between the two
scenarios over the three areas of
spatial aggregation are shown in
Figure 4b. At all levels of spatial
and temporal aggregation, the
near-surface wind speed mean
and variance increased in the
experiment (harvest) scenario.

The largest differences in surface
temperature between control
and experiment scenarios occur
at night, especially during calm
periods with near-surface wind
speeds generally less than 4 m
s21. These can be related to the
establishment of a cold noctur-
nal boundary layer that is appa-
rent in cleared areas. Harvest

areas are�2 K colder than surrounding forest areas just prior to sunrise on 18 February (Figure 5a) and generally
have near-surface wind speeds�1 m s21 less than surrounding areas at the same time (Figure 5b). Similar condi-
tions are found just prior to sunrise on 20 February as well. Animated simulation results indicate on both of these
mornings that greater daytime wind speeds propagate downward from the free atmosphere (above�900 hPa)
and erode the stable nocturnal boundary layer within 20–30 min after sunrise. This is evident in the far northeast-
ern portion of Figure 5, where surface warming and near-surface wind speeds begin to increase at the time of
that snapshot. Differences in near-surface wind speeds between the control and experiment scenarios are gener-
ally larger during daytime hours and through the period of frontal disturbance on 19 February.

We identified the time of frontal passage over Grid 5 in our simulation domain as approximately 1515 UTC

(0915 LST) on 19 February 2001. This is a relatively weak cold front, with an immediate postfrontal tempera-

ture depression of 1 K, but with temperature reductions as much as 3K in the farther postfrontal region

(Figure 6a). The passage of the cold front appears to eliminate any differences in surface temperature

between the control and experiment scenarios, both over the harvest areas and over forest and lake areas

several minutes later. The passage of the front over Grid 5 is accompanied by a trace snowfall event, due to

relatively moist surface air forced over the advancing frontal boundary.

The position of the front is indicated by the sharp temperature gradient in both cross section (Figure 6b)
and map representations. At 1445 UTC, the fronts in each scenario show a position difference of only a few

Figure 5. Mapped differences between experiment and control scenarios of (a) surface tem-
perature and (b) near-surface wind speed at 1330 UTC (0730 LST) on 18 February 2001,
showing variations in modeled conditions just prior to sunrise. Similar conditions are simu-
lated around the same time on 20 February as well.

Journal of Advances in Modeling Earth Systems 10.1002/2014MS000317

GARCIA ET AL. VC 2014. The Authors. 8



hundred meters, but this
difference increases to
nearly 500 m by 1505
UTC, just prior to pas-
sage of the cold front
over the largest area of
forest harvest in the
experiment scenario (see
Figure 2b). While the
cold front then contin-
ues over an unbroken
forest area in the control
scenario, the front in the
experiment scenario
speeds up, and their
positions are nearly
identical at 1525 UTC
just before exiting the
harvest region. The
cross-frontal tempera-
ture gradient in the
experiment scenario is
also weakened by that
time to less than 1 K
over a slightly wider
zone. By 1545 UTC, the
front in the experiment
scenario passes again

over rougher forest areas in the southeastern portion of Grid 5, where the cross-frontal temperature gradi-
ent is again strengthened but its progress is slowed, and the position difference between scenarios again
increases to nearly 500 m.

3.2. Surface Fluxes and Energy Balance
Land-atmosphere fluxes also show the greatest differences between control and experiment scenarios dur-
ing the daytime, with local energetic balance driving the surface fluxes through those hours. Insolation
reaches peak daytime values of �650 W m22, and the surface albedo of the forest and harvested areas
(Table 1) accounts for much of the difference in energetic balance between scenarios. Within forest harvest
areas, the sensible heat (SH) flux in the experiment scenario is reduced by �65 W m22 from the control sce-
nario during the day (Figure 7a), although smaller differences are found during the period of frontal passage
on 19 February. The experimental daytime latent heat (LH) flux is likewise reduced from the control scenario
by 25 W m22 (Figure 7b), with larger differences during the date of frontal passage. Warmer temperatures
on that day lead to a slight melting of the existing snow cover in Grid 5. On the less disturbed days of the
simulation period, the midday peak in SH flux is apparent in Figure 8 where the pattern of forest harvest
areas is clearly visible. The spatial pattern of the peak (midday) LH flux is the same, although its magnitude
in the cleared areas is smaller.

Figure 9 summarizes the modeled land surface energy balance for the areas in Grid 5 of our simulation
domain that were subjected to forest harvest. In these diagrams, fluxes (arrows) were calculated from model
simulation results as the average of that flux component over the 3 day period (including nights) and the
residual of that calculation is assigned as the net land surface heat flux. The differences between control
(forested, Figure 9a) and experiment (harvested, Figure 9b) scenarios are driven primarily by the large differ-
ence in surface albedo and the partitioning of remaining energetic fluxes to sensible and latent heating.

The Bowen ratio, defined as the ratio of sensible to latent heat exchange or B 5 SH/LH, actually shifts
between these two scenarios. In forested conditions (Figure 9a), B 5 1.14 suggests that the surface energy
balance is affected almost equally by the temperature difference between land and atmosphere (driving SH

Figure 6. Surface temperature at the time of cold front passage (1515 UTC, 0915 LST) on 19 Febru-
ary 2001 through Grid 5 (a) mapped for the experiment scenario, with wind vectors shown, and (b)
along the cross section denoted by the diagonal A-B.
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exchange) and by the use
of energy in the snow-
pack for melting, evapo-
ration, and sublimation,
and in the forest for tran-
spiration processes (the
paths of LH exchange). In
the harvest scenario (Fig-
ure 9b), values of SH and
LH are both smaller than
in nonlogged conditions
(attributable in large part
to the albedo difference
between scenarios), but
B 5 0.5 suggests a strong
shift toward greater
energy allocation to melt-
ing, evaporation, and
sublimation processes in
the exposed snowpack.
The exposed snow sur-
face in forest harvest
areas effectively insulates
the soil surface, which
retains less of the insola-
tion heat flux than the
forested areas in the con-
trol scenario. Overall, our
simulations suggest that
forest clear-cutting is
equivalent to a net local
land surface heat flux of
28 W m22 under winter,
snow-covered conditions.

4. Discussion and
Conclusions

The most significant
changes in surface states,
flux variables, and bound-
ary layer processes
between intact and har-
vested forests resulted
from the differences
between input land cover
maps and their represen-
tation by the LSM param-
eterization. For example,
departures in tempera-
ture were tied most gen-
erally to the differences
in albedo, emissivity, and
snow depth between

Figure 7. Time series for the differences between control and experiment scenarios of surface (a)
sensible heat (SH) flux and (b) latent heat (LH) flux as aggregated over stable forest areas in Grid 5,
harvested areas in Grid 5, and averaged over all of Grid 5.

Figure 8. Mapped differences between experiment and control scenarios of surface sensible heat
(SH) flux at 1800 UTC (1200 LST) on 18 February 2001, showing the variation between forested
and cleared areas in Grid 5 near the midday peak of surface heat fluxes. A map of latent heat (LH)
fluxes (not shown) is qualitatively similar in pattern, but of smaller magnitude in the cleared
areas.
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control (forested) and experiment
(harvested) land covers, as well as
the role of these conditions within
the model in the energetic balance
at the land surface. Differences in
wind speed can be attributed to
the diminished roughness of grass
and snow surfaces compared to
the forest canopy in the control
scenario. Simulated latent heat
fluxes were greater on 19 February
than on previous or subsequent
days, which can be attributed to
higher surface temperatures
around the time of frontal passage
and a greater partition of available
energy to melting and evaporation
in the snow cover of exposed clear-
ings. The strength of the front,
characterized most simply as the
cross-frontal temperature gradient,
remained steady over time in the
control scenario but was weakened
in the experiment upon passage
over the harvested area. While fron-
tal dynamics can be complex over

heterogeneous surfaces, we attribute these differences primarily to the obvious variations in surface rough-
ness between the forest and harvested (grassland/snow) cover types, as well as to the collection of colder,
more stable air near the surface in the harvested areas prior to frontal passage (Table 3).

Although the surface energy balance can be evaluated at an individual point within this model, where a
vegetation/soil column in the LSM does not communicate with its neighbors, wind-based atmospheric
transfer of energy and momentum between locations can still alter the atmospheric kinematic and thermo-
dynamic balance in the surrounding area. Harvest-induced changes in surface temperature, humidity, and
wind speed in disturbed areas are thus tied dynamically to the surrounding intact forest. This points to the
need to evaluate impacts of land cover disturbance at scales larger than the individual forest clearing, at
which both the occurrence and pattern of disturbances become important. Future work will examine larger
areas of forest change, may involve more detailed analyses of changes in atmospheric (e.g., frontal) dynam-
ics due to differences in surface roughness and sensible heat fluxes, and will address hydrological (e.g., run-
off and soil moisture) impacts of disturbances to vegetation. In a manner similar to this work, we plan to
evaluate surface energetic and hydrologic balance changes due to forest disturbances of several types and
severities, under several meteorological scenarios including winter snow cover and both winter and
summer snow-free conditions. In this work, we have specifically addressed the local energy and moisture
balance, but not the carbon cycle, at the land surface. Our approach can be extended with alternative mod-
els that consider more completely the role of forest harvest in the intertwined energy, moisture, and carbon
cycles of the global climate system.

This study was conducted on the premise that high-resolution (30–100 m pixel scale) remote sensing obser-
vations of forests [Xie et al., 2008; €Ozdogan, 2014] provide useful information to quantify the impacts of local
and regional disturbances on the land-atmosphere energy balance [Bonan et al., 2002; Sterling and
Ducharne, 2008]. The results are consistent with a conceptual understanding of the impacts of forest harvest
on the climate system in middle and high latitudes, specifically the cooling effect of exposed snow surfaces
in winter [Snyder et al., 2004; Bonan, 2008]. Our high-resolution experimental results at the local scale are
also consistent with large-scale simulations of deforestation impacts obtained using coarser modeling grids
[Snyder et al., 2004; Gibbard et al., 2005; Bala et al., 2007; Klingaman et al., 2008; Mishra et al., 2010]. In
extending such modeling capability to landscape-scale and stand-scale forest dynamics, we provide further

Figure 9. Energetic balance at the land surface for the 3 day simulation period, aver-
aged over areas of Grid 5 that are subjected to forest harvest, for (a) control and (b)
experiment conditions. SH 5 sensible heat flux; LH 5 latent heat flux.
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support for the use of remote sensing-based land cover change data in numerical analysis of land-
atmosphere fluxes and energetic balance. In particular, we demonstrate the relevance of such efforts in forest
regions subject to natural and anthropogenic disturbances, even where the changes are transient in time and
discontinuous in space. High spatial resolution land cover data derived from remote sensing imagery (e.g.,
Landsat) provide context to quantify the potential impacts of harvest and other disturbances and their feed-
backs to the meteorology and microclimate at local and downwind/downstream locations [Pielke and Avissar,
1990]. We have demonstrated relevant impacts on evapotranspiration processes that may be important to
hydrologic balance in disturbed forests [Sun et al., 2008] and, along with local temperature changes, may influ-
ence the survivability of regenerating forests after disturbance [Groot and King, 1993; Pauli et al., 2013]. While
we have focused on a single-case modeling approach, an ensemble implementation could illustrate the differ-
ent sensitivities of model results to variations in boundary and surface layer formulations, parameter input val-
ues, and atmospheric forcing conditions. Many aspects of BL dynamics in land-atmosphere model
formulations remain limited by the model vertical resolution, traditional BL parameterizations, and overlooked
impacts of the forest canopy as a semipermeable surface layer [Ross, 2012]. The model BL formulation is sensi-
tive to spatial resolution in the representation of turbulence near the land surface. However, we expect that
calm and stable BL conditions with weak mixing at low Richardson numbers (the ratio of buoyant to shear
forces) [Zilitinkevich et al., 2008] could mitigate some of the grid-scale sensitivity [Wyngaard, 2004; Horvath
et al., 2012] that is more often linked to a convectively unstable BL [Zhou et al., 2014], with greater turbulence
and strong mixing at large Richardson numbers. We have used a high-resolution numerical modeling system,
with close ties to operational numerical weather prediction models, to demonstrate some important effects of
forest harvest that are not typically accounted at the grid scale in larger (continental) domains and may be
overlooked in subgrid parameterizations applied to global modeling efforts. Our results (Table 3) show that
several relevant, flux-related model variables achieve significant departures from control conditions over the
course of an experimental scenario in which less than 30% of the land cover within the grid domain was
changed. Likewise, the energy balance at the land surface was altered to a degree that exceeds anthropo-
genic forcing due to modeled emission scenarios that are reported in the climate change literature [e.g., IPCC,
2013], with the potential to offset global forcing at local scales.

Appendix A: Calculating Boundary Layer Stability

The near-surface stability is calculated using model output fields in the lowest five levels of the atmospheric
column, between 1000 and 900 hPa (at 25 hPa intervals), for which the vertical velocity w is available. The
1000 hPa level is very close to the actual ground surface in the model formulation, and the 900 hPa level
occurs above the atmospheric BL in the simulations examined here. The BL stability is defined after Stull
[1988, p. 171] as

stability52w0h
0
m (A1)

where the virtual potential temperature is calculated as

hm5hð110:608 qÞ (A2)

and the values of h (potential temperature) and q (water vapor mixing ratio) are given in model output at
the required atmospheric levels. We have elected to reverse the sign of the calculated value in order to bet-
ter associate positive values with BL stability and negative values with BL instability. Reynolds averaging is
used here only in the vertical dimension as

�w5
1

NðkÞ
X900 hPa

k51000 hPa
wk for NðkÞ55 (A3)

to obtain the vertical mean and

w0k5wk2�w for k51000 hPa…900 hPa at 25 hPa intervals (A4)

to obtain the perturbation from the vertical mean at each level. Similar calculations are performed for hv

and the product of the two perturbations. Spatial aggregation over the areas listed in Table 3 (‘‘harvest
areas,’’ other areas, and ‘‘full Grid 5’’) then fulfills Stull’s instruction that the BL stability should be evaluated
on a ‘‘nonlocal’’ (i.e., not on an individual grid point) basis.
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